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1
INTELLIGENT COMPUTATIONAL IMAGING
SYSTEM

BACKGROUND

The subject matter described herein relates generally to the
field of imaging and image processing and more particularly,
to systems and methods for acquiring images ot high dynamic
range scenes or imaging a scene under low light conditions.

Electronic devices such as mobile phones, personal digital
assistants, portable computers and the like may comprise a
camera to capture digital images. By way of example, a
mobile phone may comprise one or more cameras to capture
digital images. Electronic devices may be equipped with an
image signal processing pipeline to capture images collected
by the camera, process the images and store the images in
memory and/or display the images.

In some instances the dynamic range of natural scenes may
exceed the dynamic range of the camera acquisition system,
resulting in loss of detail in the final image in certain regions
of an image. Similarly, under low light conditions, camera
images may suffer from significant noise that affects the
fidelity of scene capture.

Techniques to accommodate dynamic range issues in digi-
tal photography include processing image stacks to extend
dynamic range or reduce noise, far less attention has been
paid to determining optimal ways of acquiring these image
stacks. However, much of the work in the literature assumes
that the characteristics of the scene is already known, and
captures a predetermined number of images that may be more
than sufficient. Since the multi-image approach is susceptible
to motion between captured images, unnecessarily capturing
more frames may result in poorer merging artifacts and
require more expensive reconstruction algorithms to handle
motion and misalignments between different images. Thus,
techniques to select a number of images in an image stack,
may find utility in digital photography, especially in resource-
constrained systems such as hand-held mobile devices.

BRIEF DESCRIPTION OF THE DRAWINGS

The detailed description is described with reference to the
accompanying figures.

FIG. 11is a schematic illustration of an electronic device for
use in a computational imaging system, according to some
embodiments.

FIG. 2 is a schematic illustration of components of an
apparatus for use in a computational imaging system, accord-
ing to embodiments.

FIG. 3 is a flowchart illustrating in image signal processor
multiplexing according to some embodiments.

DETAILED DESCRIPTION

Described herein are exemplary systems and methods for
computational imaging. In the following description, numer-
ous specific details are set forth to provide a thorough under-
standing of various embodiments. However, it will be under-
stood by those skilled in the art that the various embodiments
may be practiced without the specific details. In other
instances, well-known methods, procedures, components,
and circuits have not been illustrated or described in detail so
as not to obscure the particular embodiments.

In some embodiments, the subject matter described herein
enables an electronic device to be equipped with one or more
image capture devices, e.g., cameras, and image processing
techniques for computational imaging. The systems and
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2

method described herein enable an electronic device to cap-
ture and efficiently process multiple images to generate a
single image that provides an improved representation of the
scene. The image signals may be stored in memory and/or
displayed on a display device.

FIG.1 is a schematic illustration of an electronic device for
use in a computational imaging system, according to some
embodiments. Referring to FIG. 1, in some embodiments
electronic device 110 may be embodied as a mobile tele-
phone, a personal digital assistant (PDA) or the like. Elec-
tronic device 110 may include an RF transceiver 150 to trans-
ceive RF signals and a signal processing module 152 to
process signals received by RF transceiver 150.

RF transceiver may implement a local wireless connection
via a protocol such as, e.g., Bluetooth or 802.11X. IEEE
802.11a, b or g-compliant interface (see, e.g., IEEE Standard
for IT-Telecommunications and information exchange
between systems LAN/MAN—Part II: Wireless LAN
Medium Access Control (MAC) and Physical Layer (PHY)
specifications Amendment 4: Further Higher Data Rate
Extension in the 2.4 GHz Band, 802.11G-2003). Another
example of a wireless interface would be a general packet
radio service (GPRS) interface (see, e.g., Guidelines on
GPRS Handset Requirements, Global System for Mobile
Communications/GSM Association, Ver. 3.0.1, December
2002).

Electronic device 110 may further include one or more
processors 154 and a memory module 156. As used herein,
the term “processor” means any type of computational ele-
ment, such as but not limited to, a microprocessor, a micro-
controller, a complex instruction set computing (CISC)
microprocessor, a reduced instruction set (RISC) micropro-
cessor, a very long instruction word (VLIW) microprocessor,
or any other type of processor or processing circuit. In some
embodiments, processor 154 may be one or more processors
in the family of Intel®. Also, one or more processors from
other manufactures may be utilized. Moreover, the processors
may have a single or multi core design. In some embodi-
ments, memory module 156 includes random access memory
(RAM); however, memory module 156 may be implemented
using other memory types such as dynamic RAM (DRAM),
synchronous DRAM (SDRAM), and the like. Electronic
device 110 may further include one or more input/output
interfaces such as, e.g., akeypad 158 and one or more displays
160.

In some embodiments electronic device 110 comprises two
or more cameras 162 and an image signal processing module
164. By way of example and not limitation, a first camera 162
may be positioned on either the front or on the back of elec-
tronic device 110. In some embodiments the electronic device
110 may comprise a second or additional cameras. Image
signal processing module 164 comprises an image capture
module 166, an image alignment module 168, and a tonemap
module 170.

Aspects of the image signal processor 164 and the associ-
ated image processing pipeline will be explained in greater
detail with reference to FIGS. 2-3.

FIG. 2 is a schematic illustration of components of an
apparatus 210 for use in a computational imaging system,
according to embodiments. Referring to FIG. 2, in some
embodiments an apparatus 210 may be implemented as an
integrated circuit or a component thereof, as a chipset, oras a
module within a System On a Chip (SOC). In alternate
embodiments the apparatus 210 may be implemented as logic
encoded in a programmable device, e.g., a field program-
mable gate array (FPGA) or as logic instructions on a general
purpose processor, or logic instructions on special processors
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such a Digital Signal Processor (DSP) or Single Instruction
Multiple Data (SIMD) Vector Processors

In the embodiment depicted in FIG. 2, the apparatus 210
comprises an image signal processing (ISP) module 164,
which in turn comprises an image capture module 166, an
image alignment module 168, and a tonemap module 170, as
described above. Apparatus 210 may further comprise a
receiver 222, a direct memory access (DMA) engine 226 and
a memory management unit (MMU) 228. ISP module 164 is
coupled to a memory module 156. Memory module 156 may
maintain one or more registers 230 and one or more frame
buffers 240.

Operations of the electronic device will be explained with
reference to FIGS. 2-3. In some embodiment images from a
scene taken by camera 162 are input into a receiver 222
(operation 310). In some embodiments camera 162 may com-
prise an optics arrangement, e.g., one or more lenses, coupled
to an image capture device, e.g., a charge coupled device
(CCD). The output of the charge coupled device may be in the
format of a Bayer frame. The Bayer frames output from the
CCD or CMOS device may be sampled in time to produce a
series of Bayer frames, which are directed into one or more
receivers 222. These unprocessed image frames may some-
times be referred to herein as raw image frames. One skilled
in the art will recognize that the raw image frames may be
embodied as an array or matrix of data values. The raw frames
may be stored in frame buffers 240. In some embodiments the
direct memory access engine 226 retrieves the image frame
from receiver 222 and stores the image frame in frame buffer
240.

At operation 315 one or more raw image frames of a scene
are analyzed to determine whether multiple raw images of the
scene should be processed in order to capture the full dynamic
range of the scene, while minimizing visual noise in the
image. By way of example in some embodiments the image
capture module 166 determines (operation 320) a minimum
number of image frames and the corresponding capture
parameters (e.g., exposure time and ISO settings) for each of
these image frames that are necessary to capture the scene.
The criterion used to measure capture fidelity may include the
average signal-to-noise ratio (SNR) of the image, which in
turn is estimated based on a camera noise model.

In some embodiments one or more raw images are ana-
lyzed to compute scene statistics that include the dynamic
range and histogram of the scene, which may exceed the
dynamic range of the sensor. Along with analysis of the
sensor model of the system, these statistics may be used to
automatically determine exposure parameters that maximize
overall SNR or other objectives that the user designed.
Parameters may be set in real-time, so that all estimated
exposure parameters can be immediately applied when the
user presses the shutter button.

Digital camera sensors are susceptible to different noise
sources such as dark current, photon shot noise, readout noise
and noise from analog to digital conversion (ADC). In some
embodiments a noise model may be applied to model errors
introduced from such noise sources.

By way of example, if 1, denote the number of electrons
generated at a pixel site j on the sensor per unit time, which is
proportional to the incident spectral irradiance, resulting in I;
electrons generated over an exposure time t. The pixel value
X, may be modeled as a normal random variable:

X=(S+R)ag+Q EQ.1
S~NUit+up clitupc) EQ.2
RN(pip,0°R),0~N(116:0°0) EQ.3
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In which N(u, o®) represents the normal distribution with
mean u, and variance o°. S, is a random variable denoting the
number of electrons collected at pixel site j, which is typically
modeled using a Poisson distribution whose mean is deter-
mined by the number of electrons generated and the dark
current [, . The Poisson distribution may be approximated
using a normal distribution, which is reasonable for a large
number of electrons, L, represents the dark current at the
sensor site. The dark current depends on the exposure time
and the temperature of the sensor. However, in some embodi-
ments it may be appropriate to assume a constant value esti-
mated using typical exposure times for outdoor photography.
R denotes the readout noise and Q denotes the noise from the
analog-to-digital converter (ADC), both of which may be
modeled as Gaussian random variables in Equation 3. The
variable g denotes the explicit ISO setting applied to the
sensor and a denotes the combined gain of the camera cir-
cuitry and the analog amplifier in units of digital number per
electron.

The square of the signal-to-noise ratio (SNR) is defined as:

(g’ EQ 4

(jt+ ppc + 0R)a2g? +0h

SNR(;, 1, g)* =

Estimation of the model parameters, denoted using [15¢-, .,
e O fLQ, 8Q2 is discussed below. In some embodiments
SNR?, may to be estimated from the pixel value at site j
denoted as x,, as follows:

i — dglipe + )] EQ. 5
SNRU;, 1, g)* = [x; — ko ~ &8ltpc +kp)] Q
E - -

. 2,7
ag(xj - pg — gpg) + &7 g2k + g

The dynamic range of the scene may be larger than the
dynamic range of the image sensor and may be determined
using by continuously streaming images from the sensor to
determine a short exposure (t,,,,,, g,.;) that represents the
bright regions of the scene and a long exposure (t,,,., 2,..:)
that represents dark regions of the scene. Let H represent the
histogram of the image streaming from the sensor which is
computed in the range [h,,,,,. h,, .|, which is determined by
the bit depth of the sensor. The parameters (t,,,;,,, 8,.1,,) may be
defined as the exposure where approximately P1% of the
pixels in the image are dark and fall within Q1% of the
histogram range. To determine (t,,,,,,, £,.;,,), a1 initial exposure
of (t,,;» 2;,,;) may be set for the first iteration. The normalized
P1l-percentile value h'=(h-h,,, )/(h,,,.—1,.:,) of the resulting
histogram, where h represents the P1-percentile value, may
then be determined. If h' & [(P-0.5)/100, (P+0.5)/100], the
total exposure, which is the product of the exposure time and
gain, may be changed by a factor Q1/(100*h") for the next
iteration. This procedure may be continued for a fixed number
of iterations or until a convergence criterion is met.

A similar procedure may be used to determine (t,,,,,.s Z,00)
which is determined as the exposure where approximately
P2% of the pixels in the image are bright and fall above Q2%
of the histogram range. Finally, a maximum value for the
exposure time, which may be set to 60 ms in some embodi-
ments, may be implemented to prevent motion blur. The total
exposure may be modified by increasing the exposure time
until this limit is reached, at which point the gain may be
increased until it is consistent with the sensor noise model.
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The scene histogram may be estimated for I, which is
proportional to the incident spectral irradiance from the
scene. In some embodiments two raw images X,,;, and X, ..
may be captured, using parameters (1, Z,.,,) and (t
£.....) described above. Note thatx,,,, and x,, ,are two differ-
ent estimates of | obtained using different exposures and can
beused to generate an estimate of [, whose histogram can then
be calculated. However, these exposures may not be aligned
due to the handheld camera and alignment is a computation-
ally expensive operation. Hence I may be estimated using
X, and X, separately and combining the resulting histo-
grams. The histogram of I denoted as H; is generated by
averaging the two histograms within overlapping regions and
using the histogram of the available exposure in nonoverlap-
ping regions. Satisfactory results may be obtained by com-
puting the histogram ofTusing 256 bins in therange [h,,;

ag, .0/t ag  1.1maybeestimated from x ,, using:

maxs

min

X — 1 = Egmin(ftpe + ) EQ6

Lnin®&min

I=

It is assumed that the histogram constructed using the two
frames x,,,,,, and x,,,,,, provides a reasonable approximation to
the hlstogram of 1. This assumption may be violated for
scenes with extremely high dynamic ranges that exceed twice
the usable dynamic range of the sensor. In practice, most
scenes do not violate this assumption for 10- or 12-bit raw
images that typical image sensors provide. Violation of this
assumption will result in inaccuracies in the intermediate
ranges of the scene histogram.

Having estimated HAD), 1€[h,.,./t 0 Omaws Doyudtoi
ag,,,] a joint optimization may be performed for the number
of shots and the exposures of each shot using:

N EQ. 7A
argmaxy ¢ oq iN,gN)Z Z H(OSNR(, 1., g,()2 subject to
k=171

2

SN 2
I.ZKZISNR(l,rk,gk) ST

Hih) > B Hi(h EQ 7B
t

Equations 7A and 7B we express the SNR of a merged shot
as the sum of the individual SNR’s. Further, more than a
fraction f of pixels need to be above a threshold of T dB in
SNR.

Due to difficulty in solving this optimization analytically,
an iterative procedure may be implemented to perform it. The
number of shots may be initialized to 1 and the corresponding
parameters to (t1=t,,,., g,=2,...) A coarse search may be
performed about the total exposure value by multiplying it
with factors of (Y4, V4, V5, 2, 4, 8) to determine the value that
maximizes Eq. 7A. A fine search may then be performed
around this maximum value by repeatedly multiplying with
2923 yntil a local maximum is determined. The condition may
then be tested to determine whether Eq. (7) is satisfied. Ifit is
not, another shot may be added to the optimization and repeat
the above procedure for each shot. For N=2, the initial con-
ditions may be chosen to be (t;=t,,,.. 8,=8nu)> (t+=1,00
£,=L,...)- For N=3, the initial conditions may be chosen as
(tljtmaxi glzgma_x)i (t2:\/tmintmax5 g2:\/gmingmax)5 (t3:tmins
£5=L,.;,,)- In some embodiments a maximum exposure time of
60 ms may be estimated to avoid motion blur and the total
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exposure is modified by increasing the exposure time until
this limit is reached, beyond which the ISO gain is increased.

This section describes an estimation procedure for the dif-
ferent parameters of the noise model. First, a number of raw
(Bayer domain) dark frames D(k) may be captured by com-
pletely covering the lens of the camera using all the different
ISO settings g(k) permitted by the image sensor. Here, i
ranges over the permitted ISO settings and many mobile
cameras allow 16 or 32 different settings. The exposure time
for dark frame acquisition may be set at t0=Y30 s, which is
approximately the upper limit of typical exposure times used
in outdoor photography. The sample mean i, (k) and vari-
ance 6,52 (k) of each of the dark frames may then be com-
puted. Setting I=0 for dark frames in Eq. (1), it is straightfor-
ward to see that:

M) =(pcHig)og ki EQ.8
Po (D=(lipc+Or” )R k) +0%g
Eq. (8) may be treated as a linear function of g(k) with two
unknown variables fJ.O*(fJ.DCﬂAJ.R)& and fLQ, which may be
estimated using least squares estimation. Slmllarly, the
unknown parameters the unknown parameters 00 (p.DC+
o,.2)a? and aQ2 in Eq. (9) may be estimated using least
squares estlmatlon
To estimate ¢, flat field images may be displayed at differ-
ent brightness levels on an LCD monitor and image this with
the camera sensor using different exposure times and gains in
dark ambient conditions. While neutral density filters placed
in a uniform light source box or uniform reflectance cards
provide more accurate calibration, reasonable flat field
images and calibration accuracy can be achieved using this
simple method. Let F(k) represent a flat field raw image
acquired using an illumination level I(k), exposure time t(k)
and ISO setting g(k). Using four different exposure times,
four ISO settings and five illumination levels to acquire a set
of images.

EQ.9

He(o)=TipcHirH 1R og kg EQ. 10
O ()= [npc OR TR g (k) +0%°

In some embodiments fJ.F(k) and (}Fz(k) may be estimated
using the sample mean and variance of F(k) in a central region
of the frame that suffered from less than 1% of vignetting
dlstortlon Using previously estimated values of 1, Hos 5,2,
GQ a least squares fitting procedure may be used to estimate
a.

If, at operation 325, the analysis determines that multiple
image frames are not necessary to capture adequately the full
dynamic range of the scene and minimize visual noise in the
image; then control passes to operation 330 and a conven-
tional camera image capture routine may be implemented.

By contrast, if at operation 325 the analysis determines that
multiple image frames are necessary to adequately capture
the full dynamic range of the scene while minimizing visual
noise, then control passes to operation 335 and a minimum
number of image frames are captured using the determined
parameters. By way of example, in some embodiments the
image capture module 166 may direct the DMA engine 226 to
capture at least the minimum number of image frames from
the receiver. At operation 340 the capture image frames are
stored in memory, e.g. in one or more of the registers 230 of
memory 156.

At operation 345 the acquired images are aligned. In some
embodiments the image frames captured with by camera 162
may need to be aligned before further processing to compen-
sate for camera movement during acquisition. In some

EQ. 11
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embodiments a multi-resolution, gradient-based registration
algorithm which uses a 3D camera rotation model may be
implemented to align image frames. Intensity conservation is
achieved normalizing the raw intensities (assumed to be lin-
ear) by the exposure time and gain. Combining a small angle
approximation with the projective equation and the gradient
constraint results in the following linear constraint on the
small angles:

2 EQ. 12
Xy Y Y
wx[_lxz_ly(fl+z]+Mﬁ +
[1( xz] I i Alx
wyxf1+ﬁ+yﬁ— E+

wz[%(_lxy + Iyx)] +(% - 1](1Xx+ ILy)+Al=0

where (w,,w,,m,) is the rotation vector, (x,y) are image coor-
dinates, f; and f, are the focal lengths, (I.1) is the spatial
gradient and Al is the image difference. The rotation vector
may be estimated gathering constraints from multiple pixels.
In some embodiments a reduced number of 800 to 1000 pixels
may be used to reduce processing costs. The resulting over-
determined linear system is solved using a robust M-estima-
tor that minimizes the impact of outlying observations due to
model violations (e.g., independently moving objects) and
local illumination changes.

Once the alignment between the images has been estimated
the images may be warped to a common frame of reference.
In some embodiments a backwards interpolation warping
method may be implemented which uses directly the raw
image frames arranged with one of the possible Bayer pat-
terns. This provides computational savings because the
images do not need to be interpolated using any of the avail-
able demosaicing techniques; furthermore the merging
operation in 350 is applied to the raw warped images instead
of on the full RGB images involving X3 more data. More
particularly, a shifted linear interpolation method may be
implemented. This interpolation method starts pre-process-
ing the image with a separable IIR filter (or its equivalent in
2D) that requires a regular sampling grid. Red (R) and blue
(B) channels can be directly processed ignoring the missing
samples in the Bayer pattern. For the green (G) channel a
proper scanning strategy that provides a regular grid may be
achieved using a sampling grid rotated 45 degrees. Next a
regular bilinear interpolation with shifted displacements can
be directly applied to the R and B channels, while the G
channel may be rotated 45 deg to select the nearest neighbors
needed for the interpolation.

At operation 350 the aligned image frames are merged into
a merged image. In some embodiments merging and process-
ing of the raw images that are acquired using the parameters
estimated in the optimization stage of our algorithm
described above. Let {x(k), k-‘N} denote the images that are
acquired from the sensor using exposure parameters com-
puted during optimization as {(t(k), g(k), k-N} respectively.
Based on the noise model described in Section 2.1, x(k)
corresponds to samples from a Gaussian distribution with
mean and variance given by:

w(Ky=ag(R)(Li(k)+ipctig)+ig EQ. 13

Ok=cg (kY Lk Hup c+Og")1+0g EQ. 14
The Poisson shot noise and dark noise in the noise model in
Eq. (2) introduces a dependence between the mean and vari-

ance of the Gaussian distribution, which makes it difficult to
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8
obtain a closed form solution to the maximum likelihood
estimation (ML) of I based on x(k). Although iterative pro-
cedures can be used for this estimation, in some embodiments
the estimate of (Ajj(k)2 may be made using the pixel value to
reduce computational cost.

Ok =0g () [x(k)-g (o=l +2(k)*06™+0g”
Considering (k) as a function of I, the maximum likeli-
hood (ML) estimate of the HDR scene I is then given by

EQ. 15

~ PR ~ EQ. 16
[x100) = gkt - g agortk) /7504 Q

Pelkih)? [o k)’

k=1

In some embodiments a mechanism to avoid pixels that are
saturated while merging may be applied. To do this, the value
at which the sensor saturates during calibration may be deter-
mined and set the weight to O for all four pixels in the Bayer
4-pack if any of them are saturated. This avoids creating color
artifacts in sensors where the different color channels saturate
at different levels and ensures that the darkest exposure is
always used in the merging unless it is below the noise floor
to handle the corner case where all exposures are saturated. In
some embodiments, the HDR image is stored in 16-bit integer
format by linearly rescaling the values in the range [0, h,,,,./
&mink{ g(k)t(k)}] to this range. The integer representation is
necessary in mobile devices for processing of these images in
the image signal processor (ISP) and also makes software
processing of the HDR images faster.

The HDR image may then be processed using a simple
camera pipeline consisting of bilinear demosaicing using
nearest neighbor interpolation and tonemapping, followed by
SRGB gamma transformation. A global tonemapping method
for reasons of computational efficiency and use a sigmoid
function to generate the tone curve. Let L(I) denote the lumi-
nance of I. The tonemapped image H is then obtained via
H=IL(H)/L(I) where:

, 1 EQ: 17
L'iH)= ——— 3
A= e
Li(H) = Ly, (H) EQ: 18
Li(H)= —~

Ly (H) = L, (H)

At operation 355 the merged image may be processed for
display on a display device. For example, the merged image
may be presented on a display 160 on the electronic device, or
a separate display coupled to electronic device 160. And at
operation 360 the merged image may be stored in a memory.

The terms “logic instructions” as referred to herein relates
to expressions which may be understood by one or more
machines for performing one or more logical operations. For
example, logic instructions may comprise instructions which
are interpretable by a processor compiler for executing one or
more operations on one or more data objects. However, this is
merely an example of machine-readable instructions and
embodiments are not limited in this respect.

The terms “computer readable medium” as referred to
herein relates to media capable of maintaining expressions
which are perceivable by one or more machines. For example,
a computer readable medium may comprise one or more
storage devices for storing computer readable instructions or
data. Such storage devices may comprise storage media such
as, for example, optical, magnetic or semiconductor storage



US 9,313,420 B2

9

media. However, this is merely an example of a computer
readable medium and embodiments are not limited in this
respect.

The term “logic” as referred to herein relates to structure
for performing one or more logical operations. For example,
logic may comprise circuitry which provides one or more
output signals based upon one or more input signals. Such
circuitry may comprise a finite state machine which receives
adigital input and provides a digital output, or circuitry which
provides one or more analog output signals in response to one
or more analog input signals. Such circuitry may be provided
in an application specific integrated circuit (ASIC) or field
programmable gate array (FPGA). Also, logic may comprise
machine-readable instructions stored in a memory in combi-
nation with processing circuitry to execute such machine-
readable instructions. However, these are merely examples of
structures which may provide logic and embodiments are not
limited in this respect.

Some ofthe methods described herein may be embodied as
logic instructions on a computer-readable medium. When
executed on a processor, the logic instructions cause a pro-
cessor to be programmed as a special-purpose machine that
implements the described methods. The processor, when con-
figured by the logic instructions to execute the methods
described herein, constitutes structure for performing the
described methods. Alternatively, the methods described
herein may be reduced to logic on, e.g., a field programmable
gate array (FPGA), an application specific integrated circuit
(ASIC) or the like.

In the description and claims, the terms coupled and con-
nected, along with their derivatives, may be used. In particular
embodiments, connected may be used to indicate that two or
more elements are in direct physical or electrical contact with
each other. Coupled may mean that two or more elements are
in direct physical or electrical contact. However, coupled may
also mean that two or more elements may not be in direct
contact with each other, but yet may still cooperate or interact
with each other.

Reference in the specification to “one embodiment” or “an
embodiment” means that a particular feature, structure, or
characteristic described in connection with the embodiment
is included in at least an implementation. The appearances of
the phrase “in one embodiment” in various places in the
specification may or may not be all referring to the same
embodiment.

Although embodiments have been described in language
specific to structural features and/or methodological acts, it is
to be understood that claimed subject matter may not be
limited to the specific features or acts described. Rather, the
specific features and acts are disclosed as sample forms of
implementing the claimed subject matter.

What is claimed is:

1. A computer program product comprising logic instruc-
tions stored on a non-transitory computer readable medium,
which when executed by a processor in an electronic device,
configure the processor to implement intelligent computa-
tional imaging operations, comprising:

receiving a first set of input frames from an image capture

device;

analyzing the first set of input frames to determine whether

multi-image processing is to be implemented, and in

response to a determination that multi-image processing

is to be implemented:

determining a number of image frames to capture a
dynamic range of a scene;

capturing at least the number of image frames;

aligning the number of images; and
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merging the number of images into a merged image,
wherein determining a minimum number of image frames
required to capture a scene comprises:

estimating a signal to noise ratio (SNR) of the first set of

input frames;

estimating a dynamic range of the scene;

estimating a histogram of the spectral irradiance captured

by the imaging device; and

incrementally increasing a number of image frames in a

sample to maximize a sum of SNR of pixels captured.

2. The computer program product of claim 1, further com-
prising logic instructions stored on a non-transitory computer
readable medium, which when executed by a processor in an
electronic device, configure the processor to process the
merged image for display on a display device.

3. The computer program product of claim 1, further com-
prising logic instructions stored on a non-transitory computer
readable medium, which when executed by a processor in an
electronic device, configure the processor to store the merged
image in a memory module.

4. The computer program product of claim 1, wherein
analyzing the first set of input frames to determine whether
multi-image processing is to be implemented comprises
determining whether the entire dynamic range of the scene
may be captured using a single exposure.

5. The computer program product of claim 1, wherein
estimating a dynamic range of the scene comprises:

determining a short exposure that represents bright regions

ofthe scene by iteratively altering an exposure level until
a threshold number of pixels fall within a pre-deter-
mined histogram range;

determining a long exposure that represents dark regions of

the scene by iteratively altering the exposure level of the
image until a threshold number of pixels fall within a
predetermined histogram range.

6. The computer program product of claim 1, wherein
aligning the minimum number of images comprises:

estimating a rotation vector between images; and

warping the images to a common frame of reference.

7. The computer program product of claim 6, wherein
warping the images to a common frame of reference com-
prises applying a backwards interpolation method to the
image frames in which red and blue channels are processed
directly from the raw image frames, while green channels are
interpolated on a grid rotated by 45 degrees.

8. The computer program product of claim 1, wherein
merging the minimum number of images into a merged image
utilizes maximum likelihood combination.

9. The computer program product of claim 1, further com-
prising logic instructions stored on a non-transitory computer
readable medium, which when executed by a processor in an
electronic device, configure the processor to bilinear demo-
saic and tonemap the merged image.

10. An electronic device, comprising:

an image capture device; and

logic to:

receive a first set of input frames from an image capture
device;

analyze the first set of input frames to determine whether
multi-image processing is to be implemented, and in
responseto a determination that multi-image process-
ing is to be implemented:

determine a number of image frames required to capture
a dynamic range of a scene;

capture at least the number of image frames;

align the number of images; and

merge the images into a merged image;
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estimate a signal to noise ratio (SNR) of the first set of
input frames;

estimate a dynamic range of the scene;

estimate a histogram of the spectral irradiance captured
by the imaging device; and

incrementally increase a number of image frames in a
sample to maximize a sum of SNR of pixels captured.

11. The electronic device of claim 10, further comprising
logic to determine whether the entire dynamic range of the
scene may be captured using a single exposure.

12. The electronic device of claim 10, further comprising
logic to:

determine a short exposure that represents bright regions of

the scene;

determine a long exposure that represents dark regions of

the scene; and

iteratively increase an exposure level of the image until a

threshold number of pixels fall within a predetermined
histogram range.

13. The electronic device of claim 10, further comprising
logic to:

estimate a rotation vector between images; and

warp the images to a common frame of reference.

14. The electronic device of claim 10, further comprising
logic to merge the minimum number of images into a merged
image utilizing a maximum likelihood combination.

15. The electronic device of claim 14, further comprising
logic to apply a backwards interpolation method to the raw
image frames in which red and blue channels are processed
directly from the raw image frames, while green channels are
interpolated on a grid rotated by 45 degrees.

16. A method, comprising:

receiving a first set of input frames from an image capture

device;

analyzing the first set of input frames to determine whether

multi-image processing is to be implemented, and in

response to a determination that multi-image processing

is to be implemented:

determining a number of image frames to capture a

dynamic range of a scene;

capturing at least the number of image frames;

aligning the number of images; and

merging the number of images into a merged image,
wherein determining a minimum number of image frames

required to capture a scene comprises:

estimating a signal to noise ratio (SNR) of the first set of

input frames;
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estimating a dynamic range of the scene;

estimating a histogram of the spectral irradiance captured

by the imaging device; and

incrementally increasing a number of image frames in a

sample to maximize a sum of SNR of pixels captured.

17. The method of claim 16, wherein estimating a dynamic
range of the scene comprises:

determining a short exposure that represents bright regions

ofthe scene by iteratively altering an exposure level until
a threshold number of pixels fall within a pre-deter-
mined histogram range;

determining a long exposure that represents dark regions of

the scene by iteratively altering the exposure level of the
image until a threshold number of pixels fall within a
predetermined histogram range.

18. An apparatus, comprising:

logic to:

receive a first set of input frames from an image capture
device;
analyze the first set of input frames to determine whether
multi-image processing is to be implemented, and in
responseto a determination that multi-image process-
ing is to be implemented:
determine a number of image frames required to cap-
ture the full dynamic range of a scene;
capture at least the number of image frames;
align the number of images; and
merge the number of images into a merged image;
estimate a signal to noise ratio (SNR) of the first set of
input frames;
estimate a dynamic range of the scene;
estimate a histogram of the spectral irradiance cap-
tured by the imaging device; and
incrementally increase a number of image frames in a
sample to maximize a sum of SNR of pixels cap-
tured.

19. The apparatus of claim 18, further comprising logic to
process the merged image for display on a display device.

20. The apparatus of claim 18, further comprising logic to
store merged image in a memory module.

21. The apparatus of claim 18, further comprising logic to
determining whether the entire dynamic range of the scene
may be captured with minimal visual noise using a single
exposure.



